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Abstract— This paper proposes a statistical color model of 

background extraction based on Hue-Saturation-Value (HSV) 

color space instead of RGB which shows better use of the color 

information. HSV color space corresponds closely to the human 

perception of color and it has revealed more accuracy to 

distinguish shadows. The key feature of this segmentation 

method is processing hue component of HSV on image. The 

components of HSV are efficiently analyzed and treated 

separately so that the proposed algorithm can adapt to different 

environmental illumination conditions and shadows. Polar and 

linear statistical operations have been applied to extract the 

background from the video frames. Morphological operations are 

used to reduce the noise of foreground of the input frame. Label 

matrix has been determined for finding the object region in the 

foreground image. The proposed system considered age (duration 

of object existence) of the objects, misses, potential detections and 

potential for meeting stationary objects criterions. Finally, 

detected objects have been indicated with yellow boundary and 

frame number. The experimental results show that the proposed 

foreground segmentation method can automatically segment 

video objects robustly and accurately in various illuminating and 

shadow environments. 

Keywords- tracking objects, polar statistics, label matrix, optimal 

threshold, Gaussian Model, foreground extraction. 

I.  INTRODUCTION  

Background subtraction is widely used method for 
identifying moving and stationary objects from video stream. It 
is the first significant step in many computer vision 
applications, including video surveillance, human motion, 
monitoring traffic and analysis of suspicious event occurrences. 
The performance of these applications is dependent on the 
background subtraction algorithm being robust to illumination 
changes, small movements of background elements (e.g. 
swaying trees, under water imaging), the addition or removal 
of items in the background (e.g. parked car), and shadow cast 
by moving objects. Computational efficiency is also high 
priority as these applications generally aim to run in real-time. 
The most common paradigm for performing background 
subtraction is to build an explicit model of the background. 
Moving objects are then detected by taking the difference 
between the current frame and this background model. 
Typically, a binary segmentation mask is then constructed by 
classifying any pixel from a moving object when the absolute 
difference is above a threshold. Background subtraction 
algorithms differ in how they define and update the 
background model. Despite the success enjoyed by background 
subtraction algorithms, it is becoming clear that post-

processing is required in order to improve their performance. 
This post-processing can range from shadow detection 
algorithms operating at the pixel level to connected component 
labeling which identifies object level elements. The results of 
post-processing can be used to directly improve the quality of 
the segmentation mask and feedback into the background 
subtraction algorithms in order to facilitate more intelligent 
updating of the background model. 

This paper is organized as follows. Section II represents the 
related works on this field. The proposed pipeline algorithm is 
discussed in Section III. In this section an important concept of 
polar statistics and accurate process direction of hue data 
components is also presented. Section IV describes how color 
distribution can be approximated by parametric descriptions 
and how the adaptive background model distinguishes between 
foreground and background. Optimal threshold calculating 
procedure represented in this Section. Post processing is 
described in Section V and section VI describes on foreground 
objects and special information extraction procedure and 
experimental result and conclusion of this work are given in 
Section VII and Section VIII. 

II. RELATED WORKS 

There are seven methodologies which have been explored 
on background subtraction and comparative studies on those 
methodologies are discussed in this paper. This original 
review allows the readers to compare the methods’ complexity 
in terms of speed, memory requirements and accuracy and can 
effectively guide them to select the best method for a specific 
application in a principled way [1]. Previous papers proposed 
automatic segmentation that is change-detection. It uses the 
luminance, color, texture or shape changes between frames to 
detect and segment the video objects. Change-detection can be 
further divided into adjacent frame subtraction and 
background subtraction. Though adjacent frame subtraction 
can adapt to luminance change with ease, it is hard to acquire 
the whole body of the video object due to the various 
movement of the video object. Previously most of the systems 
consisted with background subtraction technique for detection 
of moving objects on a scene of the video. Comparing of 
observed image with background reveals differences that are 
related with the objects of interest. However the biggest 
problem is how to correctly model the background image, 
especially when it is highly dynamic, like an aquatic 
environment. To overcome this problem some paper 
represented a simple technique that is to average the incoming 
images over time. Although, those method has problems in 
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detecting slow moving objects [1][9].In references [2]~[8], 
there are many color space based  method proposed with 
respect to different experimental environments. Especially  [3] 
presented comparative study on color base system and they 
used RGB, HSV, and YCrCb and normalized RGB. In this 
paper[3] they conciliated that YCrCb color space is suitable 
for the detection of foreground and shadow in traffic image 
sequences and next step of the proposed study will be to study 
how different background modeling techniques work with 
different color space. In references [4] ~ [8] used HSV color 
space and proved HSV color space can adapt to different 
environments, various illumination conditions and robust to 
shadow. 

Ming Zhao et al [3] presented robust background 
subtraction system based on HSV color space. Our proposed 
system has some similarity with that proposed algorithm. But 
they did not consider any object detection concepts from 
finally segmented frame. An adaptive threshold calculation 
technique has been applied for extracting the foreground from 
the current frame, whereas, the previously published paper 
used a hypothetical approach. Moreover, Adrea Prati et al.[4] 
suggested inclusion of directions to include spatial information 
and post processing into the Sakbot system or to try ATON in 
the HSV color space. The Pfinder in reference [6] system in 
MIT used a method based on YUV color space. It performed 
well only with little gradual illumination changes. If the 
luminance changes enough then the results show very poor 
performance. Reference [7] presented a pedestrian tracking 
based on HSV color space and spatial information. François et 
al. [8] presented an HSV color space based background 
subtraction technique. It can produce good results. But it 
subtracted only the background frame from the current frame 
and results contained a lot of noise. And it did not analyze the 
different properties of each color component of the pixels and 
how to process them separately, which led to little robustness. 
Reference [9] represented a system for highly dynamic aquatic 
environments but they did not distinguish between people and 
objects in foreground frame after detecting objects. A different 
background segmentation techniques have been provided in 
[11] ~ [14] based on adaptive mixture of k Gaussians. 
However, this approach shows some problems related with the 
number of k classes to choose and which class of k should 
represent the background.  

Also, Gaussian parameter estimation based on 
Expectation-Maximization (EM) algorithm is computationally 
extremely expensive. Object detection and tracking system is 
represented in [15] [16] in details. References [17][18] 
represents each pixel by the minimum, maximum and largest 
inter-frame absolute difference initially estimated from the 
first few seconds of video and are periodically updated for 
those parts of the scene which did not contain foreground 
objects. In [19] modeled foreground pixels using the mean and 
covariance, which are recursively updated. The methodology 
proposed is based on multivariate Gaussian mixture model for 
background, whose parameters are estimated through standard 
EM algorithm, on Hue Saturation Value (HSV) color space 
[20]. We have taken region based labeling concepts from [21]. 
However, comparing with the existing techniques, the 
proposed method has the following advantages: (1) this 
proposed system is able to distinguish between peoples and 
objects. (2) Able to detect the objects characteristics like 
moving or stationary. (3) Less noise and higher accuracy are 
achieved with shadow detection technique and by applying 
post processing algorithm. (4) Robustness is guaranteed by 
analyzing the different properties of each pixel’s color 
components and their statistical features. (5) Again proposed 
system is able to represent the people or other objects with a 
rectangular box successfully. It will be shown, by qualitative 
and quantitative results, that our adaptive model, extending, 
can cope with all the above mentioned issues for foreground 
maintenance and achieves robust detection with boundary box 
for different types of videos taken with stationary camera 
[5][9]. 

III. PIPELINE OF ALGORITHM 

A. Flow of processing:  The block diagram of the proposed 

pipeline algorithm is illustrated in Figure 1. The proposed 

system consists with two main parts: one is background 

extraction and another is object detection. First four steps are 

related to background extraction and remaining steps are 

related to object detection. The frames have been converted 

from RGB to HSV color space.  As we know the HSV color 

space consists with polar co-ordinate system for hue, so polar 

statistics is used to calculate the mean and variance of the hue 

components.  Statistics on polarization is discussed in the 

subsection B.  

 

 
Figure1. Diagram of proposed pipeline algorithm. 

 

Current frame 

Color space Conversion 

(RGB to HSV) 

Calculate Gaussian 

Background 

Morphological operations to clean up 

the masks on the foreground frame. Create a label 

matrix 

Find object in the 

foreground frame. 

Tracking objects 

Display output video 

Subtract background. 



 International Journal of Computer and Information Technology (ISSN: 2279 – 0764)  

Volume 02– Issue 01, January 2013 

 

www.ijcit.com    3 

 

B. Applied polar statistics: The algebraic structure of the line 

and the circle are different and therefore adequate methods of 

circular data analysis are discussed in [23]. It has been used 

for working with directional data. In contrast, to the linear 

domain only one operation is possible, the addition modulo 

2  is available in the circular domain. Due to the fact that the 

circle is a closed curve, its natural periodicity must be taken 

into account. As described in [22] a set of N angular estimates 

can be represented by N unit phases with arguments equal to 

the corresponding angular estimates. The mean angle p̂ is 

then given by the argument of the phasor sum and this value is 

independent of the choice of origin. The general definitions of 

the circular mean and variance based on this phasor sum are of 

the following from. 

Definition: Circular sample mean and sample variance: Let 

   Raka :ˆ,ˆ  be a set on N observation of a random 

variable in the circular domain  P,0 . Then the circular sample 

mean p̂ and circular sample variance pv̂  are defined by  
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where    2 denotes reduction modulo 2  onto  2,0 . The 

circular variance pv̂ , 
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normal distribution on the circle (wrapped normal, [9]) and the 

normal distribution on the line a circular standard deviation in 

the range  ,0  can be define as 
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Therefore when using statistical definition in the context of 

hue values, we always refer to the above definitions from 

polar statistics. The calculation procedure of polar mean for 

hue of the proposed system is given below: 

i) Take the pixel values for hue of ),(
i

y
i

xhsvf , i=1……N 

and calculate the      2%,
i

y
i

xhsvf   (4) 

where )cos(x , and   )sin(x               

ii) x ,and y  are calculated from ),(
i

y
i

xhsvf  

respectively. 

iii) If data is without dimension then  

     *2%,1tanˆ xyp
                           (5) 

Else         *2%,,,1tanˆ dxdyp
              (6) 

here d refers data dimension. 

IV. THE METHOD 

A. Foreground extraction: The first step of developing a 

foreground  yxff , extraction is to build a model of the 

background  yxbf , . Since there are no preset background 

images to use, the software will have to generate a model 

automatically. Using the statistical approach, the software will 

build a Gaussian model. A Gaussian Model calculates each 

pixel-value from all the sample pixel’s mean and variance. 

The model sets a lower bound and an upper bound that will 

eliminate pixels that are outside of the norm. If a video is to 

run for an extended period of time, the pixels average will 

equal to the background’s values unless the foreground object 

stays static. Steps of the foreground extraction are as follows: 

1.  To Generate Gaussian background model in  yxhsvf ,  

color space for each pixel, smaller data range [0.45 0.55] 

is used to ensure faster calculation. Firstly Gaussian 

background mean ( b ) and standard deviation ( b ) for 

specific portion of data is calculated by using HSV 

Gaussian Model. We have Calculated of 

sv from s , v  and sv from s , v for saturation and 

value of pixels’ of the respective frame. The polar mean 

p̂ for hue color pixels of the respective frame is 

calculated according to the Eq.5 and Eq.6 in section III. 

Now take frame ),(
i

y
i

xhsvf , where i=1……N, to 

generate the new frame  yxh ,  only for hue pixel, we can 

express as follows 

       2%ˆ*2*,,  pyxhsvfyxh  (7) 

 yxh , is used to calculate Gaussian mean (  ) and 

variance (  ) with respect to above range then  

        2/2%ˆ ph            (8) 

and )*2/(  h                     (9)  

The mean b  and deviation b  are calculated from 

h , sv  and h , sv  respectively. And Calculated 

means and deviation represent the background mean 

( b ) and background deviation ( b ) respectively. Find 

the scaled deviation (D) of the current frame from 

background. 

  



N

i
byxhsvfD

1
,                             (10) 

2. Compare with optimal threshold (T) to generate label, like 

D>T for each deviation. Calculating procedure of optimal 

threshold T is discussed in the next section. 

3. Apply the morphological operations like closing   , 

opening    and filling. 

4. Find the largest connected component. 

5. Considered the label as foreground of the frame that 
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is  yxff , . 

B. Determining the optimal threshold based on Gaussian 

model:  

Thresholding technique is used in this step. Pixels deviation 

values that are higher than the threshold value considered as 

foreground and others as background. Setting the threshold 

value is very important for any system to detect foreground 

and background. For selecting this threshold we used optimal 

thresholding technique. The frame of the video contains some 

principle region and the distribution of pixel values in each 

region follows a Gaussian distribution. The proposed system 

uses the following algorithm for selecting the optimal 

threshold for this system as: 

1. Find the histogram )(zh  of the normalized frame to be 

segmented. 

2. Calculate the probability of a pixel value by the following 

mixture. 

)()()( zfpfPzbpbPzP                          (11) 

where ),(z
b

p and )(z
f

P are probability distributions of 

background and foreground pixels. And ,
b

P and 
f

P  are 

priori or a posteriori probabilities of background and 

foreground pixels. 

3. Overall probability of error: 
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5. The above expression is minimized when 
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6. Special cases when fPbP   or 0 , 

2

fb
T

 
                                    (14) 

T is the final optimal threshold of the propose system. 

V. POST PROCESSING 

As the segmentation noise is inevitable, post processing is 
needed to refine the segmentation results. This phase performs 
filtering techniques to eliminate remaining noises. Noise can be 
small or big. Therefore, block labeling algorithm has been 
applied for refilling the objects region in the foreground frame. 
It can also fill the holes inside the segmented foreground frame. 
An algorithm proposed in literature [24] has been used to 
efficiently find all the blocks in the binary frames. For big 
blocks which are regarded as video objects, inside region have 
been filled. Finally morphological operations and edge 
rounding techniques are used to remove the noise and 
smoothing the edges respectively [9]. 

VI. OBEJECT FINDING AND TRACKING 

After subtracting the background from the video input frame 

successfully, object extracting techniques have been applied 

on foreground frame. The discussions on different region 

extracting techniques are given below. 

 

A. Finding object region 

Number of objects in the video frame, the area of the objects, 

centroid of the objects that the points in a system of message 

each of whose co-ordinate is a weighted mean of co-ordinate 

of the same dimension of points within the system, the weight 

being determined by the density function of the system and 

boundary region of the objects [15][16]. The following steps 

are used for finding the objects: 

1. The area is defined to be the number of pixels belonging 

to the region. 

2. Centroid calculation that is the mean of the pixel list of 

the region. 

3. For calculating the boundary of the region,  height (h) and 

weight (w) are calculated.   

 

B. Object Tracking  

Some parameters are used for object tracking from the 

foreground frame like area change fraction is the percent size 

that an object can vary, centroid change fraction is percent 

ratio to size that an object can move, maximum consecutive 

miss is the maximum number of occlude frames minimum 

persistence ratio is the ratio of persistence for relevance and 

alarm count is the minimum number of frames before an 

object can be considered abandoned. Algorithm as follows:  

1. For each object in the current frame, scan through existing 

list to find match. If no match exists then add to our 

tracking list or object list. 

2.  If the object is already being tracked by looking through 

the existing object list for close match according to 

following process: 

i) Calculate difference in area and centroid 

ii) If the difference in area and centroid are small enough, 

then this object is already tracked. And update the 

information about this object being tracked.  

iii) Else add to the object list in first available position. 

iv) Fill element information about the new object. 

3. End. 

Process the tracking list or object list for age, misses, potential 

detections, and potential for meeting stationary objects 

criteria.   

1. Only process the active entries in the objects list. 

2. Keep track of object “misses” in the miscount field and 

clear the consecutive misses. 

3.  Mark the object for detection from the object list if  

    i) Consecutive misses exceeds maximum consecutive 

miss 

    ii) Ratio of hit count to age drops below minimum 

persistence ration 

4.  Output the bounding box of objects that have been 

stationary for more frames than “alarm count”. 
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VII. EXPERIMENTAL RESULTS 

For evaluating the proposed system, video sequence with a 

360x240 pixels resolution is considered. The experimental 

video frame rate and data rate was 30f/s and 65029kpbs 

respectively. Outdoor video at train station has been 

considered as experimental video. The experimental video was 

very complex because the train was running in the backward 

direction with respect to the peoples. Shadows have been 

created by the train as well others object. 

 

The experimental video contains two types of shadow like self 

shadow and cast shadow. The proposed system successfully 

extracts the peoples from that complex background 

environment. Some false segmentation results have been 

shown on ground section. This false segmentation is caused by 

shadows. In the future, shadow removal techniques will be 

applied for removing the false segmentation in the pre-

processing section. Fig.3 represented the segmentation result 

before and after applying morphological image processing 

operations. Figure 4 represented output objects with specific 

object boundary box. 

 

The proposed system provides the rectangular box over the 

specific object it may be human or any other moving or 

stationary objects. It is clear from the experimental results that 

the proposed algorithm is still robust and can produce accurate 

results in bad illumination condition. 

 

 

 
Figure 2. Input frames. 

 

     
(a)                                              (b) 

Figure 3. (a) Primary foreground extraction results and (b) finally, segmented frames after applying morphological operations. 
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Figure 4. Object finding and tracking output. The proposed system provides the rectangular box over the specific object it 

 

 

VII. CONCLUSION AND FUTURE WORKS 

This paper presented the circular nature of hue in the HSV 

color space and provides accurate density functions for 

modeling color distributions for extracting foregrounds object 

from video frames. The statistical foreground extraction model 

and objects detection procedure based on calculating Gaussian 

means and variances of the pixels of the frames have been 

described in details. The experimental results represents that 

the proposed system can detect foreground objects 

successfully. In addition to that, this system also proposed an 

effective solution to recognize stationary or moving objects in 

the video frame. Shadow detection and post processing have 

been applied to refine the results. All the approaches 

contribute to the robustness of the foreground extraction 

method and experimental results are very satisfactory. 
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