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Abstract—In this paper, a new depth map computation method 

from image focus based on equifocal plane approximation is 

proposed. Shape from focus (SFF) is a technique to compute 

depth map from multiple images of same scene obtained from 

different focus settings of camera. In SFF, measuring accurate 

focus value of each pixel in images is most crucial part in final 

quality of depth map. Traditional SFF techniques compute focus 

value of a pixel from two-dimensional local neighborhood. 

However, in optics with small depth of field, local neighborhood 

pixels have different level of focus and it lead to inaccurate focus 

value computation. To overcome this problem, we try to search 

local equifocal plane on each pixel where the neighboring pixels 

on this plane have same level of focus. Experimental results show 

the proposed method produces more accurate depth map in 

comparison to previous SFF methods. 
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I.  INTRODUCTION 

 

Figure 1.   Image formation of 3D object point in convex lens. 

Computing depth map of an object from multiple two-
dimensional (2D) images is an important task in computer 

vision field. Among the variety of depth map estimation 
methods, shape from focus (SFF) [1][2][3][4][5][6][7] and 
shape from defocus (SFD) [8][9][10][11] try to recover depth 
map from multiple images obtained by different focus settings 
of the camera. 

Fig. 1 shows the image formation geometry for an optical 
system with convex lens of focal length F  . Our aim is to 
compute the depth D   of each object point P   from the lens. 

If image detector (ID) is located at P , object point P  will be 
appeared in the image as sharply focused point, and as image 

detector moves away from the point P , it will be appeared in 
the image as a blurred circle with radius  . The relationship 

between the point P  in object space and its focused point P  
in image space follows the famous thin lens law as 

1/ 1/ 1/v D F  . And from the geometry of two similar 

triangles ( P OL  and P P C  ) in Fig. 1, we can obtain the 

equation 0/ / ( )r v v v  . By combining these two 

equations, we can obtain: 

 0

0 2

Fv
D

v F f


 
                            (1) 

where f  is the f-number ( / 2F r ) of the lens system. In SFD, 

the depth D  is computed by measuring the blur circle radius 
  (which is the only unknown parameter in (1)) from one or 

two images. Whereas, SFF techniques estimate the depth D  

by searching image detector position 0v  where the blur circle 

radius approaches to zero ( 0  ). Then, the depth D  is 

determined by already known parameters by putting the value 

of   to zero in (1) as 0 0/ ( )D Fv v F  . 

In SFF, a stack of images (3D image volume) of an object 
is obtained by capturing images at each discrete position of 
image detector along z  axis (optical axis). If magnification 

effect is assumed to be minimized, each point ( , , )x y   in image 

space is gradually focused until it reaches maximum and then 
gradually defocused along optical axis. To measure the degree 
of focus, a focus measure operator [12][13][14][15][16][17] is 
applied on small regions of every pixel in the image volume 

and focus measure volume  , ,FM x y z  is made. Then, at each 
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point ( , )x y , the depth ( , )D x y  is determined by searching z  

position where  , ,FM x y z  is maximized as follows: 

( , )

( , )0

0( , )

0

( , ) , arg max ( , , )
x y

x y

x y
z

F v
D x y v FM x y z

v F


 


   (2) 

The traditional SFF techniques apply a focus measure 
operator on small two-dimensional window (local 
neighborhood) at each pixel. However, small neighboring 
pixels, taken with small depth of focus setting, have different 
level of focus. In this case, the computed focus value does not 
represent accurate focus level of the center pixel. To overcome 
this issue, Subbarao and Choi computed focus value from 
neighboring pixels lying on Focused Image Surface (FIS) [1] 
that is the image surface formed from best-focused points in 
image space as depicted in Fig. 1. Later, Ahmad and Choi 
improved the accuracy by searching optimal FIS shape based 
on dynamic programming [4]. In this paper, we propose a new 
SFF technique based on equifocal plane approximation. To 
avoid heavy computation in FIS based methods, we search 
tangential plane at each center pixel which is a good local 
approximation of a plane where the pixels are equally focused 
(equifocal plane). Computing the focus value of a pixel on 
neighborhood pixels lying on the searched plane could produce 
depth that is more accurate. 

II. SFF BASED ON EQUIFOCAL APPROXIMATION 

 

 

Figure 2.   Equifocal plane of an object point P in image space. 

A. Motivation 

In FIS based method [1], first the initial FIS is formed by 
applying conventional SFF method. Then, at each pixel on FIS, 
the pixels on 3D neighborhood which produce maximum sum 
of focus values are searched by varying the slope of local initial 
FIS plane along each x , y , and z  axes. However, this search 

process needs tremendous amount of computation and it is 
dependent on inaccurate neighboring focus values computed on 
original 2D image. In this paper, we approximate the local 
equifocal plane by searching tangential plane at each pixel in 
3D image volume. In Fig. 2, the tangential plane on object 
point P  has corresponding plane in image space. At each 
pixel, the small neighborhood pixels lying on this plane 
represent more equal level of focus among each other. 
Therefore, applying focus measure operator on these new 
neighborhood pixels can produce more accurate focus value of 
a center pixel. To find the tangential plane of each pixel, at 

each pixel ( , , )x y  , principal axis (which corresponds to its 

surface normal vector) is found from small neighborhood 
volume along which maximum focus changes occur. 

B. Procedure 

First, a small neighborhood ( , , )x y zN  at each pixel ( , , )x y z  

is defined by pixels whose distance to ( , , )x y z  is less than 

predefined value from the original image volume ( , , )I x y z  as: 

( , , ) { ( , , ) | dist(( , , ), ( , , )) }x y z I p q r x y z p q r r N      (3) 

where the threshold value r  is set to 2 . Then, all the n  

elements of ( , , )x y zN  are arranged into a column vector 

( , , )x y z
N . By augmenting column vectors ( , , )x y z

N  at all the N  

image frames along z  axis, we construct n N  matrix ( ,y)xM  

as: 

( , ) 1 2 1

( , , )

[ ] [ ]x y ij n N k N N

k x y k

m   



M m m m m m

m

 

N
      (4) 

Then, the covariance matrix M
C  of M  is defined as: 
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By sorting all the eigenvectors ie  ( 1,2, ,i n  ) of MC  in 

a way that their corresponding eigenvalues 1i i   , 

eigenvector matrix E  is defined as: 

1 2 1[ ]Tn nE e e e e                              (6) 

Then, the original data ( ,y)
ˆ

xM  in (5)  can be transformed to 

eigenspace data F  as: 

( , ) ( , ) ( , ) 1 2 1
ˆ[ ] [ ]x y ij n N x y x y k N Nf    F E M f f f f f    (7) 

Each vector km  in (4) is transformed to kf  in (7), and each 

row vector ie  of matrix E  corresponds to the basis vector of 

i th  axis in eigenspace. Since, in eigenspace, the maximum 
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variation of data occurs along the principal axis, its basis vector 

1e  can be considered as surface normal vector n  of equifocal 

plane in Fig. 2. Therefore, the first row in ( , )x yF  can be 

assumed to be the data in eigenspace from the original data 

lying on equifocal plane at ( , , )x y  . The image detector 

position ( , )
0

x yv  at ( , )x y  can be found from the position in first 

row in ( , )x yF  that shows maximum value as: 

( , )

0 1arg max | |, 1x y

k
k

v f k N                      (8) 

The final depth D  at  ( , )x y  is computed from ( , )
0

x yv  as in 

(2). 

III. EXPERIMENT AND DISCUSSION 

A. Experimental Data 

 

 

(a) 

 

(b) 

Figure 3.   Test samples. (a) Simulated cone at different lens steps. (b) Lincoln 
head part of US 1 cent coin. 

Experiments were conducted both on synthetic and real 
object. The sample images of these two objects are shown in 
Fig. 3. Synthetic object is a simulated cone object where true 
depth map information is already known. A total of 97 images 
of the simulated cone object was generated by the camera 
simulation software corresponding to 97 equally spaced lens 
positions. The real world object is the head part of the Lincoln 
statue on US one cent coin. Images of this real object were 
obtained at different lens positions from microscope system 
[4]. As shown in Fig. 4, the system consists of the optical 

microscope integrated with stepper motor control unit, frame 
grabber board with PC, and CCD camera mounted on ocular 
tube of the microscope. A software is developed to obtain 
images at each lens position by moving the stage through step 
motor driver having minimum 2.5 nm  step length. A total of 

60 images of the object was acquired by the system under 
100  magnification with lens step size of 0.52 m .  

 

 

Figure 4.   Automatic microscope imaging system. 

B. Experiments and Analysis 

The proposed method was compared with previous SFF 
techniques based on FIS (SFF-FIS) [1], and based on dynamic 
programming (SFF-DP) [4] which were described in 
introduction section.  

First, for quantitative analysis, RMSE value were compared 
between the true depth map of synthetic object and its 
computed depth maps obtained from SFF-FIS, SFF-DP, and 
the proposed method. The lower the RMSE value, the more the 
reconstructed depth map close to the actual depth map. As 
shown in Table I, the proposed method produced less RMSE 
values in comparison to SFF-FIS and SFF-DP. 

TABLE I.  RMSE VALUES BETWEEN TRUE DEPTH MAP AND 

COMPUTED DEPTH MAP ON SIMULATED CONE 

 SFF-FIS SFF-DP Proposed 

RMSE 7.9132 7.7472 7.4495 

 

In Fig. 5, for qualitative analysis, the shape recovery results 
from SFF-FIS and the proposed method were compared. The 
result from the proposed method generated smoother surface 
with less noise on overall surface area compared to the result 
from SFF-FIS. 
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(b) 

 

(b) 

Figure 5.   Reconstructed shapes on Lincoln head part of US one cent coin. (a) 
SFF-FIS. (b) Proposed. 

IV. CONCLUSION 

In this paper, a new SFF method based on equifocal plane 
approximation was proposed. Contrary to computing focus 
value of a pixel on 2D local neighborhood, we try to find a 
equifocal plane at each pixel in image volume where the focus 
level of local neighborhood pixels lying on the plane is similar. 

To find the equifocal plane at each ( , , )x y  , a surface normal 

vector (basis vector corresponding to principal axis) is found in 

eigenspace. At each ( , , )x y  , the depth value is determined 

from the position along the principal axis in its transformed 
data into eigenspace that shows maximum value. Experimental 
results on synthetic object and real object showed that the 
proposed technique produces more accurate depth map 
compared to the existing methods. 
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