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Abstract— The use of hybrid techniques has been applied to solve 

several problems, including convergence and precision. This paper 

proposes a hybrid methodology using SARIMA regression models 

and Multilayer Perceptron Neural Network trained by Levenberg-

Marquardt algorithm applied to short term load forecasting. This 

forecasting is a notably important task for the planning and 

operation of electrical power systems to anticipate when and how 

much generation and transmission must be available to provide 

the required electrical load without interruption. The results are 

presented for a Brazilian electrical demand energy time series.   
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I.  INTRODUCTION 

Electrical power systems have been growing in size and 
complexity and it is necessary to provide alternatives to 
minimise the system operation and generation costs. Electrical 
load forecasting is a fundamental task in operation and control 
centres, therefore, this task must be precise to enable the system 
to operate with security and reliability to guarantee the energy is 
provide  safely, economically and continuously. Some 
techniques that are emphasied in the literature for load 
forecasting [1] include: simple or multiple linear regression, 
exponential smoothing, state estimation, Kalman filter, and the 
Auto Regressive Integrated Moving Average (ARIMA) of Box 
& Jenkins [2]. These methods require the previous load 
modeling for further application. The parameters that aid the 
load modeling can include: meteorological conditions such as 
cloudy days, wind velocity, temperature or others conditions 
such as non-typical days (holidays, strikes, etc.) [3].    

Presently, the use of intelligent techniques such, as artificial 
neural networks (ANN) [4] is an efficient alternative procedure 
for effective load forecasting. The great advantage of the ANN 
is the ability to handle with complex problems by training, the 
ability to identify and incorporate characteristics of the time 
series without needing a theoretical formulation and previous 
load modelling  such as those required  by statistical methods.  

An interesting proposal is to conjugate statistical techniques 
with intelligent systems resulting in a hybrid model. There are 

several published using ARIMA of Box&Jenkins and artificial 
neural networks (Multilayer Perceptron with Back propagation 
algorithm) [5-9]. These works are applied to time series of 
several real problems.  

Koutroumanidis [5] presentes a description of alternative 
energy sources to produce electricity. ARIMA and ANN are 
used, where ARIMA is responsible for generating the load 
parameters and ANN are used to predict the future prices of 
selling wood in Greece. The use of the hybrid model has 
obtained good results, allowing the industries to proceed in the 
rational planning of producing and selling wood. In the works of 
Khashei and Bijari [6], [7], a hybrid model with ARIMA and 
ANN is used to obtain a precise prediction applied to annually 
register the sunspot, the number of linces that are captured per 
year in the Mackenzie river in Canada and the dolllar/pound rate 
tax. The ARIMA models are used in the first phase to generate 
the necessary data from the historical series, and in the second 
phase, the ANN is used to model the data generated by ARIMA 
models and to predict the time series.     

The works of Valenzuela [8] and Khashei [9] besides using 
ARIMA and ANN, also combine Fuzzy Rules and Genetic 
Algorithms to improve the results.  

Considering the good results obtained in the literature using 
hybrid models, the objective of this work is to presente a hybrid 
methodology using ARIMA and ANN (multilayer perceptron 
with Levenberg-Marquardt training) to predict short term 
electrical loads.  

At the first step of the proposed model, the ARIMA is used 
to model the electrical load series, providing the simulated 
electrical load series that will be used as input to the neural 
network (second step) that executes the load prediction. 

The proposed methodology is tested with the electrical load 
historical data from 30, 60 and 90 days to predict the electrical 
load of the next day. To validate the proposed methodology, the 
results were compared with other neural network architectures 
[10] and with the results obtained by the classical models 
(ARIMA and perceptron muiltilayer neural network). In this 
way, it is possible to verify that the use of the hybrid model is 
viable and provides the best results compared to the models that 
are used separately.  
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II. TIME SERIES PREDICTION MODELS

There are several different approachs to execute time series 
forecasting, for for example the traditional statistical modesl 
such as: exponential smoothing and ARIMA of Box&Jenkins in 
which the future prediction values are limited by being described 
by a linear function of previous observations. Another class of 
prediction models is nonlinear, for example the artificial neural 
networks. The hybrid model proposed in this paper use two 
techniques, i.e., the linear model (ARIMA) and the nonlinear 
(ANN). 

A.  ARIMA of Box&Jenkins models 

First, confirm that you have the correct template for your 
paper size. This template has been tailored for output on the A4 
paper size. If you are using US letter-sized paper, please close 
this file and download the file for “MSW_USltr_format”. 

The ARIMA of Box&Jenkins models are based on statistical 
concepts that use the correlation between observations at 
different times. The identification of the model structure is 
difficult, but there is some software [11] that executes this step 
automatically, avoiding the most difficult step of the analysis.  

The ARIMA models assume that the future value is a linear 
function of past observations and random errors. The process 
that generates the time series is according equation (1) [12]: 

∅(𝐵)∆𝑑𝑍𝑡 = 𝜃(𝐵)𝑎𝑡 (1) 

of order (p,d,q) written as ARIMA(p, d, q), where p and q are 

orders of ∅(𝐵) and 𝜃(𝐵) respectivelly.  

where: 

𝑍𝑡 : current values at time t; 

𝑎𝑡 : random errors at time t; 

∅(𝐵) : auto regressive operator of order 𝑝; 

= 1 −  𝜙1𝐵 − 𝜙2𝐵2 − … − 𝜙𝑝𝐵𝑝

θ(𝐵) : moving average operator of order 𝑞; 

= 1 −  𝜃1𝐵 − 𝜃2𝐵2 − … −  𝜃𝑞𝐵𝑞

∆𝑑 : series differentiation; 

= (1 − 𝐵) 𝑑

𝑑 : indicates number of times the series differs until it 

becomes stationary. 

If the series is already stationary, the term d does not exist 
and the model is termed ARMA (p, q), according to equation (2) 
[12]. 

∅(𝐵)𝑍𝑡 = 𝜃(𝐵)𝑎𝑡 (2) 

Box&Jenkins methodology [2] is most frequently used to 
execute time series prediction, consisting in adjusting ARIMA 
(p,d,q) to a data set. The construction of ARIMA models 

includes three steps: identification, estimation and verification 
[2]. 

The seasonal ARIMA models are an extention of ARIMA 
models, known as the Seasonal Auto Regressive Integrated 
Movin Average (SARIMA), represented by SARIMA (p, d, q)(P 
,D, Q)m. They are according equation (3) [12]. 

𝜙(𝐵)𝛷(𝐵𝑚)∆𝑑∆𝑚
𝐷 𝑍𝑡 = 𝜃(𝐵)𝛩(𝐵𝑚)𝑎𝑡 (3) 

where: 

𝛷(𝐵𝑚) : seasonal auto regressive operator of order 𝑃; 

= 1 − 𝛷1𝐵𝑚 − 1 − 𝛷2𝐵2𝑚 − ⋯ − 1 − 𝛷𝑃𝐵𝑃𝑚

𝛩(𝐵𝑚) : seasonal moving average operator of order 𝑄; 

= 1 − 𝛩1𝐵𝑚 − 1 − 𝛩2𝐵𝑚2 − ⋯ − 1 − 𝛩𝑄𝐵𝑚𝑄

∆𝑚
𝐷 : seasonal series differentiation; 

= (1 − 𝐵𝑚)𝐷

𝐷 : number of seasonal diferences. 

The identification, estimation and verification procedures of 
the seasonal models are identical to those without seasonality, 
except at the identification phase, where it is necessary to 
differentiate the series in relation to ∆  and ∆𝑚  to produce a
stationary state, obtaining the values of d and D. The estimation 
and verification phases of SARIMA (p, d, q) (P,D,Q)m are 
similar to the ARIMA (p, d, q) [13].   

B. Artificial Neural Networks 

Artificial Neural Networks have some advantages in 
predicting time series due to model series with nonlinear 
characteristics. 

The advantages of using ANN are due to the capacity of 
generalisation in non-stationary environments whose 
characteristics can change with time. The generalization of the 
neural networks occurs to produce adequate outputs to inputs 
that were not presented during the training, allowing complex 
and difficult problems to be solved [4]. 

The multilayer perceptron neural network (MLP) is an 
important architecture, and it is also one of the most widely used 
architectures that are applicable to different application 
problems. MLPs contain at least one hidden layer between the 
input and the output layers. MLP is a feed-forward network with 
multiple layers and supervised training [4]. 

One of the most important characteristics of this neural 
network is the ability to learn and improve the performance, 
thus, the neural network must be trained adjusting the weights 
by a training algorithm. In this study the Levenberg-Marquardt 
algorithm is used [14]. 

The weight adaptation by the Levenberg-Marquard 
algorithm is given by equation (4) [15]: 

𝑊(𝑘 + 1) = 𝑊(𝑘) − [𝐽𝑇(𝑊) 𝐽(𝑊) + 𝜇𝑘𝐼]−1 𝐽𝑇(𝑊) 𝑒(𝑊) (4) 
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where: 

𝑊 : synaptic weight vector; 

𝐽 : Jacobian matrix; 

𝐼 : identity matrix; 

𝜇𝑘 : Levenberg-Marquardt constant; 

𝑒(𝑊) = ∑(𝑦𝑖 − 𝑦𝑒𝑖)

𝑛

𝑖=1

𝑦𝑖 : output provided by the neural network; 

𝑦𝑒𝑖 : real output. 

The parameter 𝜇𝑘 is a training stabiliser factor that is based,
on the Newton method, althougt it is faster because it, avoid long 
steps that can lead to a convergence error. This algorithm is 
considered the fastest, and it is executed with few iterations 
when using an adequate quantity of data. However, when this 
number is high this training is not adequate due to the 
computational effort generated by inversing matrices [14, 15].  

III. PREPARE YOUR PAPER BEFORE STYLING

The proposed methodology of this article is a modification 
of the work presented by Abreu et. al [16]. In [16], as shown in 
Figure 1, a hybrid model whose objective is to obtain the 
prediction of electric load in the short term through the best 
SARIMA model has been developed . 

In this article the proposed hybrid model  aims at reducing 
the number of steps used in [16], and consequently, obtaining a 
good prediction of electric charges with a shorter processing 
time. It is important to emphasize that the difference of this work 
is associated with the direct process of simulated series obtained 
by  R software [16]  that is used directly in the prediction of 
electric load through an artificial neural network, a multi-layer 
perceptron, with Levenberg-Marquardt algorithm. 

The methodology developed in this work consists of 
realising short term load forecasting using the ARIMA of the 
Box&Jenkins model and the Multilayer perceptron neural 
network trained by the Levenberg-Marquardt algorithm. The 
load time series contain hourly data and is considered with 
seasonality presenting correlations in different times, i.e., 
correlation between loads at night must be high and are likely 
greater than the correlation between loads during the morning of 
the same day. 

Before initiating the first step, the real data are normalised to 
avoid saturation of the neural network. The normalisation is 
given as follows:  

𝐶𝑁 = (𝐶 × 1,2)/ 𝑉𝑚𝑎𝑥(𝐶) 

where: 

𝐶𝑁 = normalised load; 

𝐶 = real load; 

𝑉𝑚𝑎𝑥 (𝐶) = maximum value of the real load. 

Fig. 1. Modelo Híbrido desenvolvido por Abreu [16] 

After being normalised, the load data are applied to R 
software by forecast library [17, 18] to determine the simulated 
and predicted series of the best SARIMA model. The simulated 
series is used as the input of the neural network. Figure 2 below 
shows the structure. 

Fig. 2. Neural Network structure 
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The neural network specified in Figure 2 is composed of 
three layers, where the input layer has 13 neurons, the hidden 
layer has 27 neurons and the output layers contain 2 neurons.  

The set containing the input and output vector is defined 
respectively by equations (5) and (6): 

𝑋ℎ = [ 𝑡𝑒  𝐿(ℎ − 3)  𝐿(ℎ − 2)   𝐿(ℎ − 1)  𝐿(ℎ)]𝑇 ,

 𝑋 ∈  𝑅𝑏 

(5) 

𝑌 = [ 𝐶(ℎ + 1)    𝐸(ℎ + 1)] ,   𝑌 ∈  𝑅2 (6) 

where: 

𝑏 = dimension of vector 𝑋; 

𝐿(ℎ − 𝑣) = simulated load  𝑣 hours previous of 

current hour ℎ; 

𝐶(ℎ + 1) = load value to the subsequent hour to 

current hour ℎ; 

𝐸(ℎ + 1) = error of the subsequent hour to current 

hour ℎ; 

      At the input layer, vector 𝑡𝑒 representes the nine inputs of 

the neural network composed by binary data corresponding to 

the exogenous variables: holidays, day of the week and hour of 

the day. The last four input  𝐿(ℎ − 3)  𝐿(ℎ − 2)  𝐿(ℎ −
1) 𝐿(ℎ) , correspond to the simulated loads obtained by

SARIMA at time ℎ − 3, ℎ − 2, ℎ − 1 and ℎ. The output of the 

neural network is the predicted load and error 24 hours in 

advance. 

Fig. 3.  Flowchart of the proposed model 

The load prediction is executed by adding the outputs of the 

neural network according to equation (7). The proposed 

methodology is shown in Figure 4. 

Prediction =  𝐿(ℎ + 1) + 𝐸(ℎ + 1) (7) 

The training and test phases of the neural network were 

executed using the MATLAB software with the Neural Network 

toolbox [19]. 

IV. APPLICATION AND RESULTS

The proposed model aims to predict short term load 
forecasting 24 hours in advance. 

To test the efficiency of the hybrid model, three different 
applications were executed according to the quantity of training 
days. The predited day is the 24 hours of the day following the 
last day of the historical training. 

TABLE I. PERIODS USED IN THE THREE APPLICATIONS 

Application Period Number of vectors 

1 31 days 744 

2 61 days 1464 

3 84 days 2208 

To evaluate the precision of the results, the MAPE (mean 
absolute perceptual error) and the maximum prediction error are 
calculated. The real load values are compared with the estimated 
values calculated by the hybrid model. These errors are 
calculated according to equations (8) and (9), respectively [20].  

𝑀𝐴𝑃𝐸 =
1

𝑁𝑇
∑{|𝐶(ℎ) − 𝐶(ℎ)|/𝐶(ℎ)} × 100%

𝑁𝑇

ℎ=1

 
(8) 

𝑀𝑎𝑥 𝑒𝑟𝑟𝑜𝑟(%) = 𝑚á𝑥{|𝐶(ℎ) − 𝐶(ℎ)|/𝐶(ℎ)} × 100%  (9) 

where: 

𝐶(ℎ) : real load referred to hour ℎ; 

𝐶(ℎ) : estimated load by hybrid model refered to hour ℎ; 

𝑁𝑇    : total quantity of hours. 

The obtained results with the hybrid model are compared 
with the following architectures: multilayer perceptron with 
descent gradient and momentum, multilayer perceptron with 
Levenberg-Marquardt training [10], and also with SARIMA 
models obtained for each application.  
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Tables 2, 3 and 4 show the results obtained analysing the 
MAPE and maximum error performance for applications 1, 2 
and 3, respectively. 

Figures 4, 5 and 6 present the load prediction curves 24 hours 
in advance. 

TABLE II.  MAPE AND MAXIMUM ERROR FOR APPLICATION 1 

Models MAPE (%) 
Maximum Error 

(%) 

Hybrid Model  1,353 1,726 

SARIMA 9,096 18,623 

Perceptron trained by descent gradient 

with momentum 
1,998 4,845 

Perceptron with Levenberg-Marquardt 

training 
1,178 3,560 

TABLE III.  MAPE AND MAXIMUM ERROR FOR APPLICATION 2 

Models MAPE (%) 
Maximum Error 

(%) 

Hybrid Model  1,187 1,286 

SARIMA 7,774 16,955 

Perceptron trained by descent gradient 

with momentum 
2,093 5,022 

Perceptron with Levenberg-Marquardt 

training 
1,490 4,267 

TABLE IV. MAPE AND MAXIMUM ERROR FOR APPLICATION 3 

Models MAPE (%) 
Maximum Error 

(%) 

Hybrid Model  1,093 0,913 

SARIMA 8,747 18,630 

Perceptron trained by descent gradiente 

with momentum 
2,313 7,088 

Perceptron with Levenberg-Marquardt 

training 
1,698 4,687 

Analysis of Tables II, III and IV shows that the hybrid model 
is superior to the other neural networks and the SARIMA model 
for the three applications proposed. Considering the economical 
generation point of view, results with less than 5% precision 
present a significant reduction in the generation costs [21]. Thus, 
decreasing this precision is economical and the proposed model 
obtains results below 1%. 

As the quantity of vectors increase, better results are 
obtained,which is a fundamental property of the ANN, which 
assures that, as more data are used for training better results are 
obtained at the diagnosis (test phase). 

  Fig. 4.  Predicted and real load by hybrid model for application 1. 

  Fig. 5.  Predicted and real load by hybrid model for application 2. 

  Fig. 6.  Predicted and real load by hybrid model for application 2. 

Analysing the results described in Tables 2 to 4, it is 
observed that the hybrid model has the least maximum error 
when compared to the three other applications, while the 
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MAPEs are all below 1,4%. It is emphasised that the results of 
the hybrid model are superior to those of the ARIMA models for 
the three applications, and they are superior to the Perceptron 
multilayer with the Levenberg-Marquardt algorithm for 
applications 2 and 3. This is due to the fundamental property of 
artificial neural networks that assures that as the quantity of data 
increases, the better the quality of the obtained results becomes 
at the diagnosis phase (test phase). 

It is observed that the curves obtained by the proposed model 
follow the pattern of the real data for the three applications, 
indicating a good precision of the hybrid model. 

V. CONCLUSIONS 

This work developed a hybrid model using ARIMA of 
Box&Jenkins and artificial neural networks with the multilayer 
perceptron trained by Levenberg-Marquardt algorithm aiming to 
improve the results of short term load forecasting. 

The ARIMA models are used to address the linear portion 
and the ANN for the nonlinear portion of the time series to 
execute the forecasting. 

To evaluate the performance, three tests were executed 
containing different periods of historical data. The short term 
load forecasting is executed considering data from 24 hours in 
advance with MAPEs less than 1.34% and maximum errors less 
than 1.8%. It is observed that the statistical model with the 
intelligent system has the best results when compared to the 
models that are used separately. 
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