
International Journal of Computer and Information Technology (ISSN: 2279 – 0764)  

Volume 07 – Issue 02, March 2018 

 

www.ijcit.com    55 

 

Application of Enhanced Genetic Algorithm 
To Symbolic Audubon Data 

 

Hatem Elgothamy* 

Department of Electrical & Computer Engineering 

Oakland University 

Rochester, Michigan, USA 
*
Email: hoelgoth [AT] oakland.edu 

Hoda  S. Abdel-Aty-Zohdy 

Department of Electrical & Computer Engineering 

Microelectronics & Bio-Inspired Systems Design Lab 

Oakland University 

Rochester, Michigan, USA 

Mohamed A. Zohdy 

Department of Electrical & Computer Engineering 

Oakland University 

Rochester, Michigan, USA 

Hua Ming 

Department of Computer Science 

Oakland University 

Rochester, Michigan, USA 

 

 
Abstract—Genetic algorithm (GA) is a rapidly growing area of 

Artificial Intelligence. This paper introduces a faster and less 

computationally expensive enhanced Genetic Algorithm (GA) 

than the standard GA. Five enhancements are introduced here 

(multiple weighted roulettes, multiple cross over points, multiple 

mates, utilizing the D4 wavelets and using normal distribution 

for selecting the initial population).  Then the new enhanced GA 

was applied to a dynamic large optimization problem that uses 

symbolic data to differentiate between edible and poisonous 

mushrooms using twenty two different characteristics. Results 

was obtained using the enhanced GA as well as the standard GA. 

The enhanced GA was able to obtain the results using less 

number of calculations, which indicates it was less 

computationally expensive. A special java program was 

developed for this purpose; and Excel was used to represent the 

charts data. 
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I.  INTRODUCTION 

Genetic algorithm is an intelligent method for solving hard 
optimization problems in multiple dimensions. Genetic 
algorithm theory is based on Charles Darwin’s theory of 
evolution that describes the principle “Survival of Fittest” for 
natural selection. Genetic algorithm imitates the process of 
evolution and follows the process of natural selection. Natural 
selection is probabilistic but favors the fittest individual in the 
generation. Enhancements are proposed to give a new variant 
of the standard genetic algorithm.  The first step before running 
any genetic operations is the creation of the first generation. 
From that generation all the next generations will be derived 
one after the other. So the closer the first generation to a good 
solution, the less generation will need to be generated and the 
faster the system will be able to reach a solution with less 
computation. 

Selection is the first genetic operation in the reproductive 
phase of GA. It helps the GA by directing the genetic search 
towards promising regions in the search space. The objective of 
selection is to choose the fitter individuals in the population 
that will create offspring for the next generation, commonly 
known as mating pool. The selected mating pool takes part in 
advancing the population to the next generation and hopefully 
close to the optimal solution. Selection pressure is a crucial 
factor that determines the efficiency of the algorithm and it is 
desirable that the mating pool should have good individuals to 
offer a better chance for a better offspring. The worthiness or 
the value of each individual depends on its fitness. The fitness 
value is determined by an objective function. The process of 
selection of individuals can be done using different algorithms. 
There is also improvement in the convergence velocity of the 
algorithm, which leads to reducing the time taken by the 
algorithm to reach the solution. 

II. ENHAMCEMENTS 

An important part of the selection process is the selection 
from one generation to another to create the basis of the next 
generation. The important requirement is that a set of the fittest 
individuals would have a higher chance of survival than a 
group of weaker ones. In nature, however, fitter individuals 
tend to have a better probability of survival and that will help 
them go on forward to form an updated mating pool for the 
next generation. Less fitting individuals should not be left 
without a chance though. Since in nature those individuals may 
have genetic codes that might still prove useful to future 
generations.  

The first proposed enhancement is to use multiple weighted 
roulettes, as presented in [1]. This will help the selection 
pressure to be distributed from one generation to another. 
Depending on the application the roulettes can be used in 
parallel or in series.  
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Crossover has no fixed methods associated with it, but the 
basic general requirement is to carry the important genetic code 
from the parents forward to the next generation of offspring. 

The second and third enhancements are to do the cross over 
process on multiple points as well as utilizing multiple mates to 
create offspring. Genetic material from all parents will be 
transferred to the offspring. The three possible scenarios 
resulting from this in regards to the fitness of the offspring, 
they can be fitter than their parents, has the same fitness or 
weaker than the parents. The highest fitness they have the 
higher their chances of survival are, and they will tend to die 
out if they have less fitness. 

The fourth proposed enhancement is to utilize the 
Daubechies wavelets, which is named after its discoverer, the 
mathematician Ingrid Daubechies, as a preprocessing step. 
There are multiple types of Daubechies wavelets. An easy way 
to understand the Daubechies transforms is just to treat them as 
simple generalizations of the Daubechies D4 transform as 
presented in [2]. The length of the supports of the scaling 
signals is the most obvious difference between them. The most 
common Daubechies wavelets are shown in Fig.1. 

Figure 1.  Daubechies wavelets 

The D4 transform has four scaling function coefficients and 
can be extended to multiple levels as many times as the signal 
length can be divided by 2 as presented in [14]. The scaling 
function coefficients are: 

          (1) 

All the scaling signals have the energy =1, which is an 
important property. This is because of the Euclidean norm of 
the α vector 

||α||2=1                                        (2) 

             (3) 

              (4) 

The most widely distribution used is the Gaussian normal 
distribution. Since the Gaussian distribution approximates 
many natural phenomena, it has developed into a standard of 
reference for many probability problems. That is why it was 
selected to be the fifth enhancement proposed to deal with the 
step of selecting the initial population. 

Some of the characteristics of the normal distribution are 
that it is bell shaped, continuous and symmetric, for all values 

of X between -∞ and ∞ so that each conceivable interval of 

real numbers has a probability more than zero, as shown in 
Fig.2. 

 

Figure 2.  Normal (Gaussian) distribution 

Gaussian distribution is actually a family of distributions since 
the shape of the distribution is determined by two parameters σ 
and μ. The normal density function rule is 

                       (5) 

About 95% of cases lie within 2 standard deviations of the 
mean, that is 

                  (6) 

Many things are actually normally distributed in real life, or 
very close to it. The normal distribution is also easy to work 
with mathematically. In a lot of practical cases, the methods 
developed using normal theory work very well even if the 
distribution was not normal.  The larger the sample N the more 
the sampling distribution will approach the Gaussian form. 
Even if the population distribution was not normal, but if the 
sample N was large enough it can be approximated to the 
Gaussian distribution. 

III. APPLICATION AND RESULTS 

The mushroom database was constructed by the Audubon 
Society [9]. It includes descriptions of corresponding to twenty 
three hypothetical species samples of gilled mushrooms in the 
Agaricus and Lepiota Family.  Each species is identified as 
poisonous or edible.  Determining the edibility of a mushroom 
has no simple rule. The database identifies twenty two features 
to describe the smell, feel and looks, that can help determine if 
a mushroom is poisonous or edible. 

The enhanced GA will be used to try to differentiate 
between edible and poisonous mushrooms using the group of 
22 features. The list of characteristics used is shown in Table I. 
Each characteristic can have a group of different values that 
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range from two to twelve in some cases, and all these 
characteristics will add up to a total of 123 different attributes. 

TABLE I.  MUSHROOMS CHARACTERISTICS 

 

 

The database consists of 8,124 records with each record 
representing one sample. The samples are split into two 
classes, Edible (51.8% of the samples size or 4,208 records) 
and Poisonous (48.2% of the samples size or 3,916 records). 
There are a total of 2,480 missing attribute values, all of them 
for attribute #12 (Stalk-Root). 

The program was developed using Java programming 
language. All obtained results in this paper are collected by 
running the program on the same computer without changing 
anything in its configuration or software. 

The following Table II shows the results of trying to detect 
mushroom edibility using the two mentioned approaches. Each 
cell in the table below represents the average of 100 tests. For 
instance in Table II, the number of iterations when using the 
enhanced GA is 381.11. This number is obtained by calculating 
the average of running the same test 100 times. The first 
column in the table shows the number of iterations done when 
using the two approaches. The second column shows the 
average percentage of correct answers in those 100 tests 
performed while using the two approaches. The number of 
iterations needed in the standard GA to reach a result is almost 
double the enhanced GA, which means that the enhanced GA 
was able to outperform the standard GA and immensely reduce 
the amount of calculations without losing the quality of 
prediction.  

TABLE II.  NUMBER OF ITERATIONS 

 
Iterations Correct 

Enhanced GA 381.11 97% 

Standard GA 767.18 95% 

 

If any of the systems had to go through all iterations before 
reaching a decision, i.e. using brute-force. It would need to go 
through 186,852 iterations, and both systems were able to 
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reach a result using less than 800 iterations which saves a lot of 
processing and computing resources. 

Fig. 3. Shows a comparison between the two rows of the 
first column in Table II. The percentage of correct solutions in 
Table II is also represented in Fig. 4. In conclusion, the 
proposed enhanced GA shows a significant improvement in 
computational cost compared to the standard GA with almost 
the same accuracy. 

 

Figure 3.  Comparing The Average Number Of Iterations needed to reach a 

result Using Standard & Enhanced Genetic Algorithms. 

 

 

 

Figure 4.  Comparing The Percentage of Correct Answers Using Standard & 

Enhanced Genetic Algorithms. 

IV. CONCLUSION 

This paper proposed a unique method for enhancing the 
computational cost of the system by introducing four 

enhancements to the standard GA which are (multiple weighted 
roulettes, multiple cross over points, multiple mates, utilizing 
the D4 wavelets and using normal distribution for selecting the 
initial population). Significant performance gains were 
observed utilizing the proposed methods when compared to the 
standard GA. To obtain significant performance improvement 
in computational cost over the standard GA, the proposed 
enhanced GA was developed. Through testing, the proposed 
enhanced GA is shown to be superior to the standard GA. 

The number of iterations needed using the standard GA to 
reach a result, i.e. mushroom edibility, is almost double the 
enhanced GA which means that the enhanced algorithm was 
able to outperform the standard algorithm and immensely 
reduce the amount of calculations by almost half. Some 
background tasks are run by the operating system and the user 
usually has no control over them or the amount of memory and 
processing allocated to them, which might cause a small 
difference in the processing time 

In some problems a less fitness can be accepted to save the 
computational cost, but that depends on the nature of the 
problem itself. In this paper, both genetic algorithm tests used a 
maximum number of 100 evolutions and a population size of 
10. A higher number of allowed evolutions can lead to a higher 
fitness solution, but the question will be: does it worth the 
effort? Since enhancing the fitness by 0.1% can take double the 
time in some cases. 

V. FUTURE WORK 

As mentioned before, Genetic algorithm (GA) is a rapidly 
growing area of Artificial Intelligence. More enhancements to 
the GA are currently being researched, like islanding of special 
individual groups, using Chi Square to create the initial 
population, using annealing rate mutation with multiple sites 
and tournament for selecting the parents for the next 
generation.  

The built Java program is always enhanced and updated to 
be a more comprehensive GUI and will be used with the 
enhanced genetic algorithm for more complex optimization 
problems. 
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