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Abstract ---- We study the sorting of real numbers into a linked list 

on the PRAM (Parallel Random-Access Machine) model. We 

show that n real numbers can be sorted into a linked list in 

constant time using n2 processors. Previously n numbers can be 

sorted into a linked list using n2 processors in O(loglogn) time. We 

also study the time processor trade-off for sorting real numbers 

into a linked list on the PRAM (Parallel Random Access Machine) 

model. We show that n real numbers can be sorted into a linked 

list with n2/t processors in O(logt) time. Previously n real numbers 

can be sorted into a linked list using n3 processors in constant time 

and n2 processors in O(loglogn). And then we show that input 

array of n real numbers  can be sorted into linked list in constant 

time using n2/logcn  processors for any positive constant c. We 

believe that further reduction on the number of processors for 

sorting real numbers in constant time will be very difficult if not 

impossible. 

 

Keywords – Constant time sorting, sorting real numbers into a 

linked list, lower bounds for sorting, PRAM (Parallel Random 

Access Machine), EREW, CREW, CRCW. 
 

I.INTRODUCTION 

 

The requirement for parallel algorithms has become critical in 

these days and age. Our algorithm has a series of stages that 

takes many inputs from the input and can execute various 

instructions at the same time, combining all of the separate 

outputs to produce the final result. In this study, we use the 

PRAM (Parallel Random Access Machine) model[14,15] to 

sort n real numbers into a linked list. A Parallel Random Access 

Machine is a model that is used for the design of many parallel 

algorithms. In this model, n processors can conduct 

independent operations on n data sets in a unit of time. This 

may result in many CPU's accessing the same memory cells at 

the same time. This issue is resolved in various ways on the 

PRAM model: On the EREW (Exclusive Read Exclusive Write) 

PRAM[14,15], no two processors are allowed to read from or 

write to the same memory location at the same time, on the 

CREW (Concurrent Read Exclusive Write) PRAM[14,15], 

multiple processors are permitted to read from the same 

memory location at the same time but are not permitted to write 

to the same memory location at the same time, and in the 

CRCW (Concurrent Read  

Concurrent Write) PRAM[14,15], in which multiple processors 

are permitted to read from or write to the same memory 

location at the same time. Since, the CRCW PRAM allows 

multiple processors to read and write simultaneously into a 

memory cell arbitration schemes are used to resolve concurrent 

write conflict. On the Priority CRCW PRAM, the processor 

with the highest priority wins the write on the memory cell 

among the processors writing to the same memory cell. The 

processor's in dex can be used as the priority. On the Arbitrary 

CRCW PRAM, an arbitrary processor is chosen to win the 

write from among the processors to write on the same memory 

cell. On the Common CRCW PRAM, processors write to the 

same memory cell in a step must write the same value, which 

is then written into the memory cell. Priority CRCW PRAM is 

the strongest of the three CRCW PRAM models; Arbitrary 

CRCW PRAM is weaker than Priority CRCW PRAM; and 

Common CRCW PRAM is the weakest of the three. In this 

study, we shall design algorithm on the Common CRCW 

PRAM. Because Common CRCR PRAM is weaker than 

Arbitrary and Priority CRCW PRAM and therefore our 

algorithm also runs on the Arbitrary and Priority CRCW 

PRAM.  

 

Let Tp denote the complexity of a parallel algorithm with p 

processors. Let T1 be the time complexity of the best serial 

algorithm for the same problem. Then pTp ≥  T1. When pTp=T1, 

this parallel algorithm is an optimal parallel algorithm. 

 

When we have a TP time algorithm that uses P processors, we 

can represent or translate the time as TPP/p+TP when we 

employ p processors. 

 

A parallel algorithm for a problem of size n that uses 

polynomial number processors (i.e., nc processors for a 

constant c) and runs in polylog time (i.e., O(logcn) time for a 

constant c) is considered to belong to the NC class[4], where 

NC is Nick's class. 

 

NC algorithms, as well as fast and efficient parallel algorithms, 

are being developed by researchers in the field of parallel 

algorithms. 

 

In this paper, we will study sorting real numbers into a linked 

list in constant time using n2/logcn processors for any large 
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constant c. Further reducing the number of processors seems to 

be very difficult if not impossible. 

 

On the CRCW PRAM with polynomial number of processors, 

it is known that sorting n real values into an array takes at least 

(logn/loglogn) time[2]. If we want to sort them into a padded 

array, we need at least (loglogn) time[5]. There are fast merging 

and sorting algorithms [15] but they do not achieve constant 

time. However, if we arrange them into a linked list, we can 

demonstrate that it is possible to do so in constant time. Thus, 

the lower bounds of (logn/loglogn)[2] and (loglogn)[5] are the 

bottom bounds for arranging integers in an array rather than 

"sorting" them.  

 

There have been previous results for sorting integers into a 

linked list[3, 6]. It is known there that n numbers in the range 

of {0, 1, …, m-1} may be sorted into a linked list in constant 

time using nlogm processors. Parameter n here is not related m. 

Except for our prior results for sorting real numbers into a 

linked list [7, 8, 9, 10], we do not know any other results for 

parallel sorting real numbers into a linked list, nor do we know 

any previous results for sorting real numbers in constant time. 

 

In [7, 8, 9] sorting integers and real numbers into a linked list 

is considered. The best result to sort real numbers into a linked 

list in constant time used n2 processors [8]. Although in [9] the 

number of processors is reduced to less than n2 by using linked 

list contraction [1,12,13] but the time is not constant.  

 

II.SORTING REAL NUMBERS INTO A LINKED LIST 

USING  𝑛2  PROCESSORS IN CONSTANT TIME. 

 
We assume that the n input real numbers are distinct. This 

can be achieved by replacing every real number a by a pair 

 (a, i) where i is the index of the number a in the input array. 

 
Firstly, let us discuss about the algorithm on how to sort the 

real numbers into linked list using constant time using n3 
processors. Let us say, A[0.....n-1] be the input array of n real 
numbers and we have n3 processors to achieve constant time. 

 Assign n processors to each element of the array to compare 
it with the other elements in the array. It will write as 1 for the 
elements that it greater than the given element and 0 for the 
elements if it is less than it. For example, we have the given 
input array elements as 4,2,5,1,6,3,9. Let us pick an element 5 
from the array. As said above, it marks 1 to the elements greater 
than 5 and 0 for the ones lesser than 5. So, the output is 
0,0,0,0,1,0,1. We use the n2 processors to the elements marked 
as 1 and find the smallest number among them (i.e., 6) in 
constant time [16,17] and link it to the element 5. So, here we 
have 6 and 9 out of which 6 is the minimum. So, 6 is linked to 
5. This process is executed in parallel to all the elements in the 
array, and we get the final sorted linked list of elements. This 
algorithm can be done in constant time using n3 processors. 

Now, we let us show the algorithm on sorting the real 
numbers into a linked list using n2 processors in O(loglogn) time 
on the Common CRCW PRAM. This algorithm is like the above 

algorithm where we assign n processors to compare a number 
to the rest of the elements in the array. Now, we need to compute 
the minimum of n numbers using n processors. This can be done 
in O(loglogn) time [16,17]. Let us say A[0....n-1] be the input 
array of n real numbers. As above, the comparison task of 
comparing one element A[i] to other elements takes constant 
time. Now, we need to find the minimum of elements in A that 
are larger than A[i]. Let us say m is the smallest element. Now, 
for each element in A[i] we will copy it into a new array Ai. This 
usually take constant time. We now compare A[i] with every 
element Ai[j] in Ai. If A[i] ≥ Ai[j] then we will do Ai[j] =MIN. 
Then we will find the smallest element Ai[k] in Ai. This takes 
constant time using n1+e processors (or O(loglogn) time with n 
processors) for Ai [16,17]. For all i=0, 1… n-1, this takes 

constant time with n2+ processors (or O(loglogn) time with n2 
processors). Ai[k] is the smallest element larger than A[i]. Thus, 
we can make a link from A[k] to A [i].  

Now we show our new algorithm which allows to sort n real 
numbers into a linked list in constant time with n2 processors. 

We divide the input numbers into √𝑛  groups. So, now each 

group has  √𝑛 numbers. Assign n3/2 processors for each group. 

So now the total number of processors to do this will be √𝑛 x 
n3/2 processors which is n2 processors. We already know that 

building a sorted linked list with n3/2 processors of √𝑛 numbers 

take constant time. Now we have  √𝑛 groups with sorted linked 

lists. Since we have √𝑛   groups there will be O(n) pairs of 
groups in total. Let us assign n processors for every pair of 
groups. So, we require n processors x O(n) pairs which is O(n2) 
processors total. So, for every number in the group, we can use 

√𝑛 processors. So, we require n processors for each group. Now, 
let us say we have a number A in Group 1. It finds the smallest 
number B larger than it in Group 2 by comparing with every 
number in group 2 and using the sorted linked list already built 
for group 2. This process is repeated for all the pairs of groups 

like Group 1, Group 3 and Group 1, Group 4 etc. We find √𝑛 −
1 smallest numbers larger than A. In general, if we do it in 

parallel each number find √𝑛 − 1 smallest numbers larger than 
it. Each number then uses n processors to find the minimum 

among these √𝑛 − 1 smallest numbers in constant time [16,17]. 
So, in total the proposed algorithm uses n2 processors to sort the 
n real numbers in a linked list in constant time. 

 

Theorem 1. n real numbers can be sorted into a linked list in 
constant time using n2 processors on the Common CRCW 
PRAM. 

 

Finally, let us discuss about the algorithm which is used to sort 

the real numbers in the linked list using less then n2 processors. 

Divide n numbers into n/t groups with t numbers in each group. 

First sort the t numbers in each group into a linked list in 

constant time using (n/t)t2 processors. Now for about every m 

nodes (between m and 2m nodes), we build a supernode. 

Initially we have n/t linked lists. Each linked list has t nodes. 

Combine about every consecutive m nodes to form a supernode. 

We have t nodes in linked list so we have O(t/m) super nodes. 

This can be down in O(n/p+log(c)nlogt) time [1,8,9], where 
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log(1)n=logn and log(c)n=loglog(c-1)n. The t/m supernodes for 

each sorted link of t nodes forms a sorted supernode linked list. 

Two supernode sorted linked lists with t/m nodes each can be 

merged into one lined list in constant time using (t/m)2 

processors. Let us say supernode s in one supernode linked list 

is to be inserted between supernode s1 and supernode s2 of the 

other supernode linked list. Then s uses O(m) processors to 

compare it with every nodes in s1 and s2 to find the exact 

position it needs to be inserted. Now merge every pair of about 

m nodes using m2 processors in constant time. 

 
Finally, let us discuss about the algorithm which is used to 

sort the real numbers in the linked list using less then n2 
processors. Divide n numbers into n/t groups with t numbers in 
each group. First sort the t numbers in each group into a linked 
list in constant time using (n/t)t2 processors. Now for about 
every m nodes (between m and 2m nodes), we build a supernode. 
Initially we have n/t linked lists. Each linked list has t nodes. 
Combine about every consecutive m nodes to form a supernode. 
We have t nodes in linked list so we have O(t/m) super nodes. 
This can be down in O(n/p+log(c)nlogt) time [1,8,9], where 
log(1)n=logn and log(c)n=loglog(c-1)n. The t/m supernodes for 
each sorted link of t nodes forms a sorted supernode linked list. 
Two supernode sorted linked lists with t/m nodes each can be 
merged into one lined list in constant time using (t/m)2 
processors. Let us say supernode s in one supernode linked list 
is to be inserted between supernode s1 and supernode s2 of the 
other supernode linked list. Then s uses O(m) processors to 
compare it with every nodes in s1 and s2 to find the exact position 
it needs to be inserted. Now merge every pair of about m nodes 
using m2 processors in constant time. 

Therefore there are (n/t)2 pairs of linked lists. For every pair, 
we use (t/m)2 processors to merge supernode linked lists. So, we 
use (n/m)2 processors for merging the supernodes. For each 
supernode s we used nm/t processors (m processors for each of 
the n/t pairs) for comparing it with the nodes in other supernodes. 
Because we have n/m supernodes, therefore the process used is 
n^2/t processors. For merging the m nodes in one supernode list 
with m nodes in other supernosdes list we used 
(n/t)2(t/m)m=(n/m)(n/t)m=n2/t  processors and logm time. If we 
let m2=t then we used n2/t processors and logt time. 

      The two extremes are t=1 which we use n2 processors 
and sort real numbers into a linked list in constant time and when 
t=n where we use n processors and sort real numbers into a 
linked list in logn time.  

Theorem 2: n real numbers can be sorted into a linked list in 
O(logt) time with n2/t processors, where t can range from 1 to n. 

1.Prepare for Sorting Real Numbers into a Linked List Using 

n2/logcn Processors. 

 

A parallel algorithm for sorting n input real numbers into a 

linked list in constant time is described. This algorithm works 

by grouping input real numbers, let us say, splitting A[0…n-1] 

real numbers into 𝑛/√log 𝑛  groups. We enumerate all 

permutations of the √log 𝑛  numbers in every group. Among 

all these √log 𝑛!  permutations there is only one permutation in 

which these √log 𝑛 numbers are in sorted order (assuming that 

all input numbers are different). For each permutation of the 

numbers in a group we use √log 𝑛 processor 

 (one processor for each number) and therefore we used  

√log 𝑛! *√log 𝑛 processors for each group and for the n input 

real numbers we used (n/√log 𝑛) ∗ √log 𝑛! *√log 𝑛 =𝑛√log 𝑛! 

processors. For each group the permutation with the sorted 

order of numbers is selected in constant time by verifying the 

√log 𝑛 numbers are in sorted order using √log 𝑛 processors. 

This is how internal sorting is carried out. 

 

To continue the sorting process, each element e in a group G is 

compared to the elements in the next group Gi, 0 ≤ i < √log 𝑛, 

and fitted in a suitable position by determining its rank in Gi. 

This is done by using √log 𝑛 processors to compare it to every 

number in the (sorted) group G1.  e then enumerates 

(1 + √log 𝑛)√log 𝑛  possibilities using √log 𝑛  base √log 𝑛 

digits. There are (1 + √log 𝑛)√log 𝑛  patterns in these digits. 

The pattern 𝑎0𝑎1 … 𝑎√𝑛−1  denotes that e has rank 𝑎𝑖  in Gi. 

Associated with pattern 𝑎0𝑎1 … 𝑎√𝑛−1  is the pre-computed 

value 𝑎0+𝑎1 + ⋯ 𝑎√𝑛−1 which is the rank of e in 

𝐺0𝐺1…𝐺√log 𝑛−1 . For each permutation e then uses 

√log 𝑛 processors with the i-th processor pi to verify whether 

the rank of e in group Gi is ai. If the rank is not ai then pi will 

cancel this permutation by (concurrent) write to a predefined 

memory cell for this permutation. Thus only one permutation 

is not cancelled and the rank precomputed for this permutation 

is fetched. This determines the rank of e in 

𝐺0𝐺1…𝐺√log 𝑛−1 . e used (1 + √log 𝑛)√log 𝑛 ∗ √log 𝑛 

processors. Thus for n real numbers the total number of 

processors used is 𝑛 ∗ (1 + √log 𝑛)√log 𝑛 ∗ √log 𝑛 . The time 

complexity is constant time. 

 

In the next step we again combine √log 𝑛  groups into one 

group. This time we have, for each number e, (1 + log 𝑛)√log 𝑛 

patterns because the rank of e in each group of log 𝑛 numbers 

can be from 0 to log 𝑛. Thus we will use 𝑛 ∗ (1 + log 𝑛)√log 𝑛 ∗
log 𝑛 processors.  

 

For a positive integer c we will run the above process 2c times. 

Thus we will use O(c) steps and use 𝑛 ∗ (1 + (log 𝑛)𝑐)√log 𝑛 ∗
(log 𝑛)𝑐 processors. We have sorted (log 𝑛)𝑐 numbers in each 

of the 𝑛 (log 𝑛)𝑐⁄  groups. 

 

 

EXAMPLE: 

Let us now demonstrate our above approach using different 

numbers as an example. Assume A[0,...,n-1] is the input array 

of  n real values. Using  𝑛 ∗ (1 + log 𝑛)√log 𝑛 ∗ log 𝑛 

processors, we achieve this in constant time. For example, 
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consider an input array of 2,3,8,6,12,19,5,4,1,0,9,7,10,18,16,13 

where n=16. 

In stage one of the process, we divide into groups depending 

on √log 𝑛 . When we solve, we get √log 16 =2, which 

represents two processors for each group. Following the 

procedure, we divided numbers into 8 groups with 2 numbers 

in one group, as indicated in 

[2,3],[8,6],[12,19],[5,4],[1,0],[9,7],[10,18],[16,13]. Each group 

is solved by determining the proper order from the all potential 

√log 𝑛! (For our example, 2!=2.) permutations. Thus the first 

group will have two permutations: 2, 3, and 3, 2 and it 

determined that 2. 3 is in sorted order. The second group will 

have two permutations: 8, 6 and 6, 8 and it determined that 6, 

8 is in the sorted order. And so on. Thus for each group we used 

4 processors and the total number of processors used is 

16/2*4=32. The time is constant. After this stage we get 

[2,3],[6,8],[12,19],[4,5],[0,1],[7,9],[10,18], [13,16].  

 

As we move on to stage II of the process, after we have 

completed internal group sorting, we will combine √log 𝑛=2 

groups into one group. To combine [2,3] and [6,8] into one 

group each of the 2, 3, 6, 8 will use 4 processors to determine 

its rank in each group. For example, 3 will use 4 processors, 

use 2 processors to determine its rank in [2,3] as 1 and use 2 

processors to determine its rank in [6,8] as 0. Then for each 

number we form (√log 𝑛 + 1)√log 𝑛 = 32 = 9  permutations:  

p0=00, p1=01, p2=02, p3=10, p4=11, p5=12, p6=20, p7=21, p8=22 

and use (√log 𝑛 + 1)√log 𝑛√log 𝑛 =9*2=18 processors, two 

processors for each permutation. Thus 3 use 2 processors to 

check p0 and finds that p0 is incorrect as it indicates that 3 has 

rank 1 in [2,3] and rank 0 in [6,8]. Thus p0 will be taken out of 

consideration (crossed out). The only permutation that is not 

crossed out is p3=10 as it indicates that 3 has rank 1 in [2,3] and 

rank 0 in [6,8]. Thus 3 picks the pre-computed rank of 0+1=1 

for p3. Thus at the end of this stage we got 

[2,3,6,8],[4,5,12,19],[0,1,7,9],[10,13,16,18]. 

 

.  

1. Sorting Real Numbers into a Linked List with n2/logcn 

processors. 

 

For a given total number of “n” inputs, dividing them into 
𝑛

(log 𝑛)𝑐⁄  groups with (log 𝑛 )𝑐  numbers in each group. As 

described in the Section 3 we use 𝑛 ∗ (1 + (log 𝑛)𝑐)√log 𝑛 ∗
(log 𝑛)𝑐 processors to sorted (log 𝑛)𝑐 numbers in each of the 
𝑛

(log 𝑛)𝑐⁄  groups in constant time. 

 

For each group of sorted (log 𝑛)𝑐  numbers we sample every 

(log 𝑛)𝑑 -th number (with 0 <d< c) and thus we sampled 

(log 𝑛)𝑐−𝑑  numbers from each group and among the n input 

numbers we sampled n/(log 𝑛)𝑑 numbers. 

 

We now sort these n/(log 𝑛)𝑑 numbers into a sorted linked list 

in constant time using (n/ (log 𝑛)𝑑)2  processors using the 

algorithm we described earlier . 

 

Now for each number a we use n/(log 𝑛)𝑑  processors to 

compare it to all the numbers on the sorted linked list and finds: 

the largest number smaller than a and l: the smallest number 

larger than a among numbers in the sorted linked list. Because 

numbers in the linked list are sorted and therefore s and l can 

be found in constant time. s and l are neighboring elements on 

the sorted linked list. 

 

Now between two neighboring elements s and l on the sorted 

linked list there can be at-most n/ (log 𝑛)𝑑  numbers fell in 

between. This is because for each group of sorted (log 𝑛)𝑐 

numbers there can be at most (log 𝑛)𝑑 numbers fell between s 

and l. For otherwise if more than (log 𝑛)𝑑  numbers fell in 

between s and l then there is at least sampled number fell in 

between s and l because we sampled every (log 𝑛)𝑑-th number 

from these (log 𝑛)𝑐 numbers. But between s and l there is no 

another sampled number.  

Thus there are at most n/(log 𝑛)𝑑 numbers fell in between s and 

l. 

 

Now for all numbers fell in between s and l we sort them into a 

linked list. We use n/(log 𝑛)𝑑 processor for each number (thus 

we used a total of 𝑛2 /(log 𝑛)𝑑 processors). Because there no 

more than n/(log 𝑛)𝑑 numbers between s and l and therefore 

we have at least m2 processors for the m numbers between s 

and l. Thus we can sort the numbers between s and l into a 

sorted linked list in constant time use the algorithm we 

described earlier . 

 

After the numbers in each interval between s and l are sorted 

into a linked list we can connects these linked lists into one 

sorted linked list.  

 

Because c is an arbitrarily large constant and d < c thus d can 

be an arbitrarily large constant. Thus we have: 

We have been able to optimize the existing algorithms with less 

number processors and time. Earlier, we showed algorithms 

like sorting of n real numbers into a linked list in constant time 

using n3 processors and sorting of n real numbers into a linked 

list in O(loglogn) time using n2 processors. Here we improved 

them to: 

 

Theorem 3: n real numbers can be sorted into a linked list in 

constant time with  n2/logcn processors on the COMMON 

CRCW PRAM 

      CONCLUSION 

 
We discussed about sorting n real numbers into a linked list 

using o(n2) processors in constant time. We have followed the 
approach to assign the processors by dividing the given input 
into groups. The approaches of solving correct order from 
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potential permutations and finding rank made algorithm work 
efficiently to sort the given input of array.  

Currently we do not know how to reduce the number of 
processors further to reach constant time for sorting real 
numbers into a linked list. The problem is that after we sorted 
real numbers into a linked list we cannot sample every k-th 
number in constant time because sorted numbers are on linked 
list and not in an array.  
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