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Abstract—Fraudulent claims have been a big drawback in 

motor insurance despite the insurance industry having vast 
amounts of motor claims data. Analyzing this data can lead 
to a more efficient way of detecting reported fraudulent 
claims. The challenge is how to extract insightful 
information and knowledge from this data and use it to 
model a fraud detection system. Due to constant evolution 
and dynamic nature of fraudsters, some approaches utilized 
by insurance firms, such as impromptu audits, whistle-
blowing, staff rotation have become infeasible. Machine 
learning techniques can aid in fraud detection by training a 

prediction model using historical data. The performance 
of the models is affected by class imbalance and the 
determination of the most relevant features that might lead 
to fraud detection from data. In this paper we examine 
various fraud detection techniques and compare their 
performance efficiency. We then give a summary of 
techniques’ strengths and weaknesses in identifying claims 
as either fraudulent or non-fraudulent, and finally propose 
a fraud detection framework of an ensemble model that is 
trained on dataset balanced using SMOTE and with 
relevant features only. This proposed approach would 
improve performance and reduce false positives. 
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I. INTRODUCTION 

Fraud is the crime of cheating someone in order to get money 

or goods illegally [1] where the actor benefits with profits and 

victims get losses [2]. Insurance industry in the world have 

more than a thousand companies and collect trillions of dollars 

as premium [3]. In Kenya, insurance plays a critical role in the 

economy. According to [4], Kenya’s insurance industry had a 

gross written premium of KES 274.98 billion in 2021 noting 

that there is a growth of the premium every year. In motor 

insurance, the owner of a motor vehicle (insured) pays premium 

to an insurance company which will take the financial risk in 

case of an accidental incidence of vehicular damage or theft [5]. 

A fraudulent motor insurance claim is a situation where the 

insured seeks financial gain by either filing forged documents 

or fabricating an accident or motor theft [6]. 

In all reported claims, approximately 10% are fraudulent 

claims [7] but only less than 3% is legally preceded [8]. For this 

reason, there is need for efficient ways to detect fraudulent 

claims reported to insurance companies that will reduce their 

loss adjustment expenses. Insurance companies use some 

common approaches to fight fraud such as impromptu audits, 

job rotation, anti-fraud policy [9], external audits, management 

reviews, code of conduct [10], whistleblowing [11], and 

biometric systems among others. These approaches used, rely 

on experts’ experiences, intuition, and business or domain 

knowledge, in selecting statistically significant features to 

detect fraudulent claims [12]. 

Various fraud detection techniques have been proposed to 

identify abnormal activities that occurred in past transactions. 

However, these techniques become infeasible due to constant 

evolution of new methods by fraudsters [13]. The huge amount 

of data available in the insurance industry [14] can be used to 

collect insightful information using approaches such as 

machine learning, statistical and mathematical techniques [13]. 

This information can be applied in fraud detection which will 

go a long way by significantly reducing losses made by 

insurance companies, thereby making insurance policies 

affordable. 

This research will primarily focus on review of these 

techniques, on their success in improving performance for 

fraud detection. It will aim to provide an insight on the use of 

supervised learning models. 

The rest of the paper is organized as follows: Section II 

presents the methodology used. In Section III, we present an 

overview of fraud, fraudsters, and fraudulent claims; in Section 

IV, we discuss classical approaches used to detect fraud; in 

Section V and VI a review of machine learning techniques and 

their use in fraud detection is provided. Section VII discusses a 

proposed framework and the paper is concluded in Section 

VIII. 

II. METHODOLOGY 

The main aim of this work was to systematically examine 

various fraud detection techniques that can be used in 

identifying a motor insurance claim as either fraudulent of non-

fraudulent. We evaluate various approaches used by different 
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authors and explain their strengths and weaknesses. Our data 

source for published articles were searched from 

Google Scholar, IEEE, ScienceDirect, SpringerLink, and 

Elsevier. The search criteria was structured in a manner that we 

obtain papers discussing fraud detection in financial and motor 

insurance industries using machine learning. 

When selecting review articles, we read through the abstracts 

of all papers and pick those that mention fraud or outlier 

detection and use of machine learning approaches. Specifically, 

we ensured that we picked papers that address topics such as: 

fraudsters and fraudulent activities in financial and insurance 

industry, approaches for fraud detection, use of machine 

learning for fraud detection. 

To ensure study quality, we excluded book chapters, magazines 

and review paper older than seven years i.e papers of 2016 and 

earlier on exclusion of classical papers like review of machine 

learning. Subsequently, we settled on 30 papers to use for this 

review. 

III. FRAUDULENT CLAIMS AND FRAUDSTERS 

People can perpetrate fraud in various ways. The act of fraud 

can be committed by either the vendor or the client [15]. Fraud 

from the vendor side arises from non-existent companies used 

by brokers who offer service to clients, failure by the insurance 

agent to submit full information to the insurance company, 

failure to remit premiums by brokers, and so on. From the client 

side, fraud is encountered by overestimation by garages and 

spare parts suppliers, exploited accidents [16], fabricated 

claims, and provoked accidents [17], among others. 

Frauds can be categorized into different categories like 

financial frauds and auto indemnity frauds [16]. They are 

divided further into either soft fraud or hard fraud [16]. In hard 

fraud, the vehicle will have total damage for the fraudster to 

deliberately get rid of it or get more money than its market 

value. This may include theft, fire, or loss under excluded risks. 

Soft fraud includes instances like double claim in a single loss, 

inflating costs of repair, damages caused earlier, and 

replacement rather than repair [18], among others. Most motor 

vehicle insurance fraudulent claims are soft frauds where 

fraudsters utilize different approaches to breach the claim 

process [19]. 

There are also various types of fraudsters. They can be 

classified into opportunist, amateur, and professional [20]. 

Opportunist fraudsters will sometimes embellish or inflate 

valid claims to increase the value of the payout [21], for 

example claiming items not broken alongside items broken in 

an accident. In rare cases, they fabricate an entire claim. An 

amateur fraudster can go beyond opportunists such as filling a 

claim for an accident that never occurred. Professional 

fraudsters are difficult to identify and take frauds either as 

individuals or in an organized network. 

IV. CLASSICAL APPROACHES TO DETECT FRAUD 

These are the various approaches that have been used by 

insurance companies to predict, detect and identify fraudulent 

claims. Insurance companies adopt these approaches depending 

on human experts, intuition, and domain knowledge to combat 

the menace of fraudulent claims. Fraud hot lines, forensic 

accountants and whistle-blowing [22] have high effectiveness 

rating but are barely utilized [23]. Other preventive controls 

observed to deter fraud include internal audit [23], staff rotation 

[24], proper due diligence on customers, and code of conduct 

[25]. Red flags coupled with internal audit are also effective in 

detecting fraud. However, this audit requires analysis of data 

and transactions to identify fraud indicators including patterns, 

statistics, and other relevant abnormalities [26]. 

While these approaches have high effectiveness rating, digital 

analysis, discovery sampling and data mining are less prevalent 

since they are costly in terms of resources [25] and time [27]. 

These approaches are also developed manually and their 

success ratio is low due to their complexity and undetectable 

nature. 

Implementing strong authentication systems and security 

frameworks make it difficult for fraudsters to carry out fraud 

[28] but some fraudsters use legitimate clients’ information and 

manage to slip past the security net. New technologies would 

help insurance companies in increasing the possibility of 

detecting fraudulent claims [29]. 

V. MACHINE LEARNING TECHNIQUES 

Machine learning is a process by which a computer learns, 

without being explicitly programmed [30], from training data 

and creates a prediction model based on learned data [31]. The 

learning can be classified as supervised, unsupervised, semi-

supervised, or deep learning [32]. Machine learning technology 

is an approach for fraud detection that would identify a 

fraudulent claim earlier without human intervention. 

1) Supervised Learning: In supervised learning, the 

dataset is properly labelled and each claim instance tagged as 

either fraudulent or non-fraudulent. A supervised model is 

trained by extensive amount of tagged training data [33] and is 

used for classification and regression problems. 

2) Unsupervised Learning: Unsupervised learning 

model uses training dataset that is not labelled. The model 

groups data into sets according to their similarities (clustering) 

and also mines hidden relationships between data (association) 

[34]. 

3) Semi-supervised Learning: Semi-supervised learning 

is where some of the training data is not labelled. 

4) Deep Learning: In deep learning, various 

representations of the data are learned in different layers of an 

artificial neural network to automate feature extraction [35]. 

Since fraud detection in motor insurance claims is to flag a 

claim as either fraudulent or valid, the models to detect fraud 

are trained with labelled dataset. Therefore supervised learning 

techniques are used. 
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VI. SUPERVISED LEARNING TECHNIQUES FOR FRAUD 

DETECTION 

While building a fraud detection model, the sampling 

methodology employed, parameter selection, and identification 

techniques used all have a significant impact on the 

effectiveness of the model [36]. 

In this section, several researches relating to fraud discovery, 

detection and prediction using supervised learning techniques 

have been reviewed. 

Use of decision trees (DT) is one common method for detecting 

motor insurance fraud. Dataset is split into smaller subsets 

using classification rules [37] and represented in form of nodes 

and leaves, where each node represent a feature and each leaf 

node ends with the outcome [38].A research for detecting 

automobile insurance fraud using supervised classifiers by [39] 

used DT C4.5 which had an accuracy of 93.6% with a 

sensitivity of 100%. However the specificity was 93.5% 

meaning that some legitimate cases were classified as 

fraudulent. Gradient boosted decision tree improved 

performance in fraud detection for medicare [40]. 

Extreme Gradient Boost (XGBoost) algorithm applied by [41] 

achieved an accuracy of 99.25% though it took more training 

and evaluation time than decision tree. A case study for fraud 

detection in automobile’s body insurance observed that DT had 

a better efficiency, accuracy of 92.5% than Naive Bayes (NB), 

90.28%, and Support Vector Machine (SVM) 30.28% [2]. 

There is a big difference between accuracy achieved by DT and 

SVM. The dataset used had only 360 damage instances with 91 

being fraudulent and 269 were non-fraudulent. 

In an approach to detect credit card fraud by [42], feature 

engineering is performed to create new attributes from existing 

features. This increased classification accuracy. XGBoost 

algorithm was used and performed well compared to other 

algorithms and approaches such as RF, LR and DT. The 

research attributed the good performance to XGBoost being an 

ensemble model that uses boosting method. Despite the 

outstanding performance, the dataset set was highly 

imbalanced. 

Results by [3] in detecting insurance claims also indicate that 

DT and RF (Random Forest) outperformed NB. A research by 

[10] for identification of fraud cases introduced into insurance 

organizations using data mining methods of Decision Tree, 

Nearest Neighbor, and Neural Networks. Using the same 

variables for each method, the study indicates that decision tree 

method had the best performance with 66.90% accuracy. Kho 

and Vea [43] evaluated several classifiers, BayesNet, NB, J48, 

RandomTree, libSVM, and MODLEM, for fraud detection in 

credit card using transaction behavior and used 66% split 

validation. J48 and Random Tree (RT) were observed to have 

the highest accuracy rate of 93.5% and 94.32% respectively. 

DT has a higher classification accuracy compared to SVM and 

Random Forest (RF) as observed by [44]. However, 

imbalanced dataset was used and accuracy could be attributed 

to oversampling. 

While analysing effect of imbalanced data in detecting 

automobile insurance fraud, [45] used adaptive oversampling 

technique (ADASYN) to delete imbalance classes. The 

research also used 10-fold cross validation in SVM, Multi 

Layer Perceptron (MLP) and DT. After balancing the dataset, 

the sensitivity of SVM increased from 70.76% to 94.74% while 

that of DT increased from 86.94% to 94.52%. SVM technique 

maximizes margin hyper plane which categorizes input 

samples into two classes [33]. SVMs determine the best 

separating hyperplane by mapping the input space into a higher 

dimensional feature space. Due to their capacity for extracting 

important and relevant features, SVMs are suitable for 

detection problems with a highly unbalanced data set [46]. In a 

systematic review for anomaly detection using machine 

learning observed SVM is commonly used by most researchers 

[47]. Sundarkumar et al [48] used a one-class support vector 

machine (OCSVM) based on undersampling method in a study 

for improving identification of fraud in insurance companies. 

The original dataset with 12,335 cases was divided into two in 

the ratio 80:20. 80% was subjected to under-sampling for 

model training while 20% was set aside to validate the 

effectiveness of the model. Classification techniques used 

included Logistic Regression, Group Method of Data Handling, 

SVM and Decision Tree. The research showed that Decision 

Tree decreased model’s complexity and outperformed other 

techniques. 

An improved technique for detecting credit card fraud that uses 

an SVM and RF as a feature selection algorithm to identify 

transactions that are anomalous was proposed by [49]. Relevant 

features were selected from the dataset using RF Classifier 

Method. This dataset is highly imbalanced with only 492 

fraudulent transactions out of 284,807 transactions (0.17%). 

SVM is then used to classify the transactions as legitimate or 

fraudulent. The research observed that SVM based on RFC has 

a good accuracy of 95% , precision of 91% and sensitivity of 

87%. However, the model did not address class imbalance of 

the dataset 

A health insurance claim fraud detection approach introduced 

by [50] integrates three mining approaches: Association Rule 

Mining- on the basis of data correlation analysis to find 

frequent patterns, K-Means Clustering that increases 

performance and reduces time complexity, and Outlier 

Detection to expose insurance claim frauds. The study 

classified fraudulent behavior into two categories: period based 

claim anomalies and disease based anomalies. A study by [51] 

for fraud detection in auto insurance used Nearest Neighbor 

based Method (Distance and Density Based) and Statistics 

Methods (Interquartile range). When using original dataset with 

33 features, the methods had an accuracy of: SVM- 82%, 

Distance based- 94.4%, Density based- 35.2% and Interquartile 

range- 92.1%. The research further applied feature selection 

process to simplify computational time and increased 

performance. The attributes reduced to 7 (seven). With the 

selected features, the accuracy changes to 82%, 99.9%, 82%, 
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and 98% respectively. It is observed that using feature selection 

would increase performance of models in detecting the 

occurrence of fraud. Feature selection also reduces complexity 

of the model. 

While analyzing insurance claims using machine learning for 

fraud detection, [52] observed that feature selection reduces 

number of independent states from the features that are having 

very high unique values. Also converting categorical values to 

numerical ones improves the results of the algorithm. Using F1 

Score as evaluation metric, XGBoost had a score of 81% while 

DT and KNN had 71.86% and 68% respectively. The research 

did not address class imbalance in the dataset. 

In performing exploratory analysis for credit card fraud 

detection, [53] used several techniques such as 

DT,KNN,Neural Network, LR and their mixtures. The 

experiment used k-fold cross validation process to ensure equal 

representation of all data. LR was observed to have higher 

accuracy, majority of techniques under fit. Feature selection 

and class balancing was not done to the dataset. 

Research by [54] for credit card fraud first extracted some 

features to assist in determining behavioural patterns using 

Sliding-Window Method. Experiments showed that SMOTE 

dataset provides better results compared to imbalanced dataset. 

An alternative for handling class imbalance by use of one-class 

classifiers, using OCSVM, also improved the results. 

Evaluation was done using MCC (Matthews Correlation 

Coefficient) metric. RF was observed to perform better than 

DT, LR and Local Outlier Factor. 

Baga et al [55] applied investigated performance of 9 

different classifiers in credit card fraud detection. The 

classifiers include LR,NB, KNN, MLP, RF, Pipelining and 

Ensemble Learning. Dataset was balanced using ADASYN 

method.In examination of performance, Ensemble Learning 

and Pipelining performed significantly better than all other 

models with accuracy of 99.99% and 99.999% respectively. 

Random Forest had an accuracy of 99.7%. Pipelining 

classification started with series of transformation followed by 

RF as the classifier, thus improving the accuracy. In Ensemble 

Learning, bagging classification was applied with RF as the 

base classifier. 

VII. PROPOSED FRAMEWORK 

Despite remarkable performance by models used to detect 

fraud, some valid claims are classified as fraudulent. The 

problems of the complexity of data, behavioral analysis for 

feature selection, and class imbalance also affect the 

performance of the techniques. 

This research proposes a framework (see FIgure 1) of an 

ensemble model, trained with a balanced dataset and with the 

most relevant features. It proposes use of Synthetic Minority 

Oversampling Technique (SMOTE) to balance the dataset. This 

approach will create synthetic instances of minority class and 

ensures important details of the majority class are not lost. The 

ensemble model will be built by combining classifiers towards 

improving the performance of these individual classifiers. By 

selecting a suitable base classifier and performing a series of 

transformations on the training process; the ensemble model 

improves the performance and efficiency of supervised learning 

techniques and reduces the false positives [42]. 

VIII. CONCLUSION 

The primary objective of this paper is to review some 

supervised learning techniques and their performance in motor 

insurance claims fraud detection. It has been observed that 

motor insurance claim fraud has become a huge problem for the 

insurance industry. Many researchers have been working 

actively in building and developing fraud detection systems 

 

Fig. 1. Proposed Framework 

that will help mitigate this problem. It was important to measure 

the performance of various supervised learning techniques in 

classifying claims as either fraudulent or not. Most of the 

research was based on a comparative study of the performance 

of various techniques. 

Decision Trees (DT) are observed to decrease model 

complexity. It splits data by using nodes to represent features 

and branches will represent values that the feature can hold. It 

is able to predict highly non-linear data. However, it has a 

weakness of overfitting and takes more time to train. To reduce 

overfitting and enhance accuracy, boosting ensemble learning 

techniques can be used such as Gradient boosting DT. An 

alternative ensemble learning technique is bagging such as 

Random Forests. 

XGBoost (Extreme Gradient Boosting) is an ensemble 

technique that uses boosting approach with more precise 

approximations and improved model prediction. Although the 

model’s performance and accuracy increase, more training and 

evaluation time is needed. 

Random Forests (RF) uses DT as base learners and creates a 

tree from bootstrap sample of the primary dataset. Multiple 

trees are combine by averaging their results thus decreasing 
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overfitting. More computational power and resources are need 

to create the multiple trees. It is able to handle outliers and 

works well even when the dataset have noise. Naive Bayes 

(NB) is a probabilistic approach that requires prior probabilities 

and performs poorly when features are related. It is ideal for a 

limited training data and less sensitive to missing data. 

Logistic Regression (LR) is based on sigmoid function. It is 

faster and has low computing speed. Training this model does 

not make assumptions about class distribution in the feature 

space. However, if the feature space is large, its performance 

decreases. It may also be affected by underfitting. 

K-Nearest Neigbours (KNN) works by locating distances 

within side, either averages of maximum common label. The 

advantage is that it only requires two parameters: k and 

distance, thus easy to understand and implement. Though, in 

large unbalanced datasets, it is computationally expensive and 

performs poorly. 

Support Vector Machine (SVM) uses set of rules to create a 

hyperplane that separates input vector in a highly dimensional 

feature space into classes. The technique is memory efficient 

and tolerates redundant and irrelevant attributes. Its weakness 

include slow learning when the number of attributes and 

instances increase. 

The strengths and weaknesses of techniques reviewed are 

summarized in Table I. 

TABLE I SUMMARY: SUPERVISED LEARNING TECHNIQUES FOR 

FRAUD DETECTION 

Technique Strength Weakness 

Decision Tree (DT) Reduced complexity. 

Able to predict highly 

non-linear data. 

Overfitting.

 More 

training time. 
XGBoost More precise 

approximations and 

improved prediction. 

Higher training and 

evaluation time. 

Random Forest (RF) Decreased overfitting 

for base

 decision 

trees. Ability

 to handle

 outliers. 

Works well

 with noisy 

data. 

More computational 

power and resources. 

Naive Bayes (NB) Less sensitive to 

missing data in 

dataset. Ideal for 

limited training data. 

Underfitting. 
Performs poorly 

when features

 are related. 
Logistic Regression 

(LR) 
Fast training and low 

computing power. 
Underfitting. 
Performance reduces 

and feature space 

increases. 
K-Nearest Neighbour 

(KNN) 
Requires only two 

parameters; k and 

distance. 

Computationally 

expensive for large 

unbalanced datasets. 
Support Vector 

Machine (SVM) 
Tolerates redundant 

and irrelevant 

attributes. Memory 

efficient. 

Increase in attributes 

and instances reduces 

its learning speed. 

Over all datasets, there is no specific technique that would 

perform better than all other techniques in fraud detection. The 

research also observed that the measure used to evaluate and 

compare the performance is confusion matrix where metrics 

such as accuracy, recall, precision, F1-score, and MCC 

(Matthews Correlation Coefficient) are obtained. 
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